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About the Book

About this Adaptation

Introductory Business Statistics with Interactive Spreadsheets — 1st
Canadian Edition was adapted by Mohammad Mahbobifrom
Thomas K. Tiemann’s textbook, Introductory Business Statistics. For
information about what was changed in this adaptation, refer to
the copyright statement at the bottom of the home page. This
adaptation is a part of the B.C. Open Textbook project.

The B.C. Open Textbook project began in 2012 with the goal of
making post-secondary education in British Columbia more
accessible by reducing student cost through the use of openly
licensed textbooks. The B.C. Open Textbook project is administered
by BCcampus and funded by the British Columbia Ministry of
Advanced Education.

Open textbooks are open educational resources (OER); they are
instructional resources created and shared in ways so that more
people have access to them. This is a different model than
traditionally copyrighted materials. OER are defined as teaching,
learning, and research resources that reside in the public domain
or have been released under an intellectual property license that
permits their free use and re-purposing by others (Hewlett
Foundation).

Our open textbooks are openly licensed using a Creative
Commons license, and are offered in various e-book formats free of
charge, or as printed books that are available at cost.

For more information about this project, please
contact opentext@bccampus.ca.

If you are an instructor who is using this book for a course, please
let us know.
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A note from the original author: Thomas K.
Tiemann

I have been teaching introductory statistics to undergraduate
economics and business students for almost 30 years. When I took
the course as an undergraduate, before computers were widely
available to students, we had lots of homework, and learned how to
do the arithmetic needed to get the mathematical answer. When 1
got to graduate school, I found out that I did not have any idea of
how statistics worked, or what test to use in what situation. The first
few times I taught the course, I stressed learning what test to use in
what situation and what the arithmetic answer meant.

As computers became more and more available, students would
do statistical studies that would have taken months to perform
before, and it became even more important that students
understand some of the basic ideas behind statistics, especially the
sampling distribution, so I shifted my courses toward an intuitive
understanding of sampling distributions and their place in
hypothesis testing. That is what is presented here—my attempt to
help students understand how statistics works, not just how to “get
the right number”.
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Introduction

From the Adapting Author

Introduction to the 1st Canadian Edition

In the era of digital devices, interactive learning has become a vital
part of the process of knowledge acquisition. The learning process
for the gadget generation students, who grow up with a wide range
of digital devices, has been dramatically affected by the interactive
features of available computer programs. These features can
improve students’ mastery of the content by actively engaging them
in the learning process. Despite the fact that many commercialized
software packages exist, Microsoft Excel is yet known as one of
the fundamental tools in both teaching and learning statistical and
quantitative techniques.

With these in mind, two new features have been added to this
textbook. First, all examples inthe textbook have been
Canadianized. Second, unlike the majority of conventional
economics and business statistics textbooks available in the market,
this textbook gives you a unique opportunity to learn the basic
and most common applied statistical techniques in business in an
interactive way when using the web version. For each topic, a
customized interactive template has been created. Within each
template, you will be given an opportunity to repeatedly change
some selected inputs from the examples to observe how the entire
process as well as the outcomes are automatically adjusted. As a
result of this new interactive feature, the online textbook will enable
you to learn actively by re-estimating and/or recalculating each
example as many times as you want with different data sets.
Consequently, you will observe how the associated business
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decisions will be affected. In addition, most commonly used
statistical tables that come with conventional textbooks along with
their distributional graphs have been coded within these interactive
templates. For instance, the interactive template for the standard
normal distribution provides the value of the z associated with any
selected probability of z along with the distribution graph that
shows the probability in a shaded area. The interactive Excel
templates enable you to reproduce these values and depict the
associated graphs as many times as you want, a feature that is
not offered by conventional textbooks. Editable files of these
spreadsheets are available in the appendix of the web version of this
textbook  (http://opentextbc.ca/introductorybusinessstatistics/)
for instructors and others who wish to modify them.

It is highly recommended that you use this new feature as you
read each topic by changing the selected inputs in the yellow cells
within the templates. Other than cells highlighted in yellow, the
rest of the worksheets have been locked. In the majority of cases
the return/enter key on your keyboard will execute the operation
within each template. The F9 key on your keyboard can also be used
to update the content of the template in some chapters. Please refer
to the instructions within each chapter for further details on how to
use these templates.

From the Original Author

There are two common definitions of statistics. The first is “turning
data into information”, the second is “making inferences about
populations from samples” These two definitions are quite
different, but between them they capture most of what you will
learn in most introductory statistics courses. The first, “turning data
into information,” is a good definition of descriptive statistics—the
topic of the first part of this, and most, introductory texts. The
second, “making inferences about populations from samples”, is a
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good definition of inferential statistics—the topic of the latter part
of this, and most, introductory texts.

To reach an understanding of the second definition an
understanding of the first definition is needed; that is why we will
study descriptive statistics before inferential statistics. To reach
an understanding of how to turn data into information, an
understanding of some terms and concepts is needed. This first
chapter provides an explanation of the terms and concepts you will
need before you can do anything statistical.

Before starting in on statistics, I want to introduce you to the
two young managers who will be using statistics to solve problems
throughout this book. Ann Howard and Kevin Schmidt just
graduated from college last year, and were hired as “Assistants to
the General Manager” at Foothill Mills, a small manufacturer of
socks, stockings, and pantyhose. Since Foothill is a small firm, Ann
and Kevin get a wide variety of assignments. Their boss, John
McGrath, knows a lot about knitting hosiery, but is from the old
school of management, and doesnt know much about using
statistics to solve business problems. We will see Ann or Kevin,
or both, in every chapter. By the end of the book, they may solve
enough problems, and use enough statistics, to earn promotions.

Data and information, samples and
populations

Though we tend to use data and information interchangeably in
normal conversation, we need to think of them as different things
when we are thinking about statistics. Data is the raw numbers
before we do anything with them. Information is the product of
arranging and summarizing those numbers. A listing of the score
everyone earned on the first statistics test I gave last semester
is data. If you summarize that data by computing the mean (the
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average score), or by producing a table that shows how many
students earned A’s, how many B’s, etc. you have turned the data
into information.

Imagine that one of Foothill Mill's high profile, but small sales,
products is Easy Bounce, a cushioned sock that helps keep
basketball players from bruising their feet as they come down from
jumping. John McGrath gave Ann and Kevin the task of finding
new markets for Easy Bounce socks. Ann and Kevin have decided
that a good extension of this market is college volleyball players.
Before they start, they want to learn about what size socks college
volleyball players wear. First they need to gather some data, maybe
by calling some equipment managers from nearby colleges to ask
how many of what size volleyball socks were used last season. Then
they will want to turn that data into information by arranging and
summarizing their data, possibly even comparing the sizes of
volleyball socks used at nearby colleges to the sizes of socks sold to
basketball players.

Some definitions and important concepts

It may seem obvious, but a population is all of the members of a
certain group. A sample is some of the members of the population.
The same group of individuals may be a population in one context
and a sample in another. The women in your stat class are the
population of “women enrolled in this statistics class”, and they are
also a sample of “all students enrolled in this statistics class” It is
important to be aware of what sample you are using to make an
inference about what population.

How exact is statistics? Upon close inspection, you will find that
statistics is not all that exact; sometimes I have told my classes
that statistics is “knowing when its close enough to call it equal”
When making estimations, you will find that you are almost never
exactly right. If you make the estimations using the correct method
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however, you will seldom be far from wrong. The same idea goes
for hypothesis testing. You can never be sure that you've made the
correct judgement, but if you conduct the hypothesis test with the
correct method, you can be sure that the chance you've made the
wrong judgement is small.

A term that needs to be defined is probability. Probability is a
measure of the chance that something will occur. In statistics, when
an inference is made, it is made with some probability that it is
wrong (or some confidence that it is right). Think about repeating
some action, like using a certain procedure to infer the mean of
a population, over and over and over. Inevitably, sometimes the
procedure will give a faulty estimate, sometimes you will be wrong.
The probability that the procedure gives the wrong answer is simply
the proportion of the times that the estimate is wrong. The
confidence is simply the proportion of times that the answer is
right. The probability of something happening is expressed as the
proportion of the time that it can be expected to happen.
Proportions are written as decimal fractions, and so are
probabilities. If the probability that Foothill Hosiery's best
salesperson will make the sale is .75, three-quarters of the time the
sale is made.

Why bother with statistics?

Reflect on what you have just read. What you are going to learn to
do by learning statistics is to learn the right way to make educated
guesses. For most students, statistics is not a favourite course. Its
viewed as hard, or cosmic, or just plain confusing. By now, you
should be thinking: “I could just skip stat, and avoid making
inferences about what populations are like by always collecting data
on the whole population and knowing for sure what the population
is like” Well, many things come back to money, and its money that
makes you take stat. Collecting data on a whole population is usually
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very expensive, and often almost impossible. If you can make a good,
educated inference about a population from data collected from a
small portion of that population, you will be able to save yourself,
and your employer, a lot of time and money. You will also be able to
make inferences about populations for which collecting data on the
whole population is virtually impossible. Learning statistics now will
allow you to save resources later and if the resources saved later are
greater than the cost of learning statistics now, it will be worthwhile
to learn statistics. It is my hope that the approach followed in this
text will reduce the initial cost of learning statistics. If you have
already had finance, you'll understand it this way—this approach to
learning statistics will increase the net present value of investing in
learning statistics by decreasing the initial cost.

Imagine how long it would take and how expensive it would be
if Ann and Kevin decided that they had to find out what size sock
every college volleyball player wore in order to see if volleyball
players wore the same size socks as basketball players. By knowing
how samples are related to populations, Ann and Kevin can quickly
and inexpensively get a good idea of what size socks volleyball
players wear, saving Foothill a lot of money and keeping John
McGrath happy.

There are two basic types of inferences that can be made. The
first is to estimate something about the population, usually its mean.
The second is to see if the population has certain characteristics, for
example you might want to infer if a population has a mean greater
than 5.6. This second type of inference, hypothesis testing, is what
we will concentrate on. If you understand hypothesis testing,
estimation is easy. There are many applications, especially in more
advanced statistics, in which the difference between estimation and
hypothesis testing seems blurred.
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Estimation

Estimation is one of the basic inferential statistics techniques. The
idea is simple; collect data from a sample and process it in some
way that yields a good inference of something about the population.
There are two types of estimates: point estimates and interval
estimates. To make a point estimate, you simply find the single
number that you think is your best guess of the characteristic of the
population. As you can imagine, you will seldom be exactly correct,
but if you make your estimate correctly, you will seldom be very far
wrong. How to correctly make these estimates is an important part
of statistics.

To make an interval estimate, you define an interval within which
you believe the population characteristic lies. Generally, the wider
the interval, the more confident you are that it contains the
population characteristic. At one extreme, you have complete
confidence that the mean of a population lies between - « and
+ o but that information has little value. At the other extreme,
though you can feel comfortable that the population mean has a
value close to that guessed by a correctly conducted point estimate,
you have almost no confidence (“zero plus” to statisticians) that the
population mean is exactly equal to the estimate. There is a trade-
off between width of the interval, and confidence that it contains
the population mean. How to find a narrow range with an
acceptable level of confidence is another skill learned when learning
statistics.

Hypothesis testing

The other type of inference is hypothesis testing. Though
hypothesis testing and interval estimation use similar mathematics,
they make quite different inferences about the population.
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Estimation makes no prior statement about the population; it is
designed to make an educated guess about a population that you
know nothing about. Hypothesis testing tests to see if the
population has a certain characteristic—say a certain mean. This
works by using statisticians’ knowledge of how samples taken from
populations with certain characteristics are likely to look to see if
the sample you have is likely to have come from such a population.
A simple example is probably the best way to get to this.
Statisticians know that if the means of a large number of samples
of the same size taken from the same population are averaged
together, the mean of those sample means equals the mean of the
original population, and that most of those sample means will be
fairly close to the population mean. If you have a sample that you
suspect comes from a certain population, you can test the
hypothesis that the population mean equals some number, m, by
seeing if your sample has a mean close to m or not. If your sample
has a mean close to m, you can comfortably say that your sample is
likely to be one of the samples from a population with a mean of m.

Sampling

It is important to recognize that there is another cost to using
statistics, even after you have learned statistics. As we said before,
you are never sure that your inferences are correct. The more
precise you want your inference to be, either the larger the sample
you will have to collect (and the more time and money you'll have
to spend on collecting it), or the greater the chance you must take
that youll make a mistake. Basically, if your sample is a good
representation of the whole population—if it contains members
from across the range of the population in proportions similar to
that in the population—the inferences made will be good. If you
manage to pick a sample that is not a good representation of the
population, your inferences are likely to be wrong. By choosing
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samples carefully, you can increase the chance of a sample which
is representative of the population, and increase the chance of an
accurate inference.

The intuition behind this is easy. Imagine that you want to infer
the mean of a population. The way to do this is to choose a sample,
find the mean of that sample, and use that sample mean as your
inference of the population mean. If your sample happened to
include all, or almost all, observations with values that are at the
high end of those in the population, your sample mean will
overestimate the population mean. If your sample includes roughly
equal numbers of observations with “high” and “low” and “middle”
values, the mean of the sample will be close to the population mean,
and the sample mean will provide a good inference of the population
mean. If your sample includes mostly observations from the middle
of the population, you will also get a good inference. Note that the
sample mean will seldom be exactly equal to the population mean,
however, because most samples will have a rough balance between
high and low and middle values, the sample mean will usually be
close to the true population mean. The key to good sampling is to
avoid choosing the members of your sample in a manner that tends
to choose too many “high” or too many “low” observations.

There are three basic ways to accomplish this goal. You can
choose your sample randomly, you can choose a stratified sample,
or you can choose a cluster sample. While there is no way to insure
that a single sample will be representative, following the discipline
of random, stratified, or cluster sampling greatly reduces the
probability of choosing an unrepresentative sample.

The sampling distribution

The thing that makes statistics work is that statisticians have
discovered how samples are related to populations. This means that
statisticians (and, by the end of the course, you) know that if all of
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the possible samples from a population are taken and something
(generically called a “statistic”) is computed for each sample,
something is known about how the new population of statistics
computed from each sample is related to the original population.
For example, if all of the samples of a given size are taken from
a population, the mean of each sample is computed, and then the
mean of those sample means is found, statisticians know that the
mean of the sample means is equal to the mean of the original
population.

There are many possible sampling distributions. Many different
statistics can be computed from the samples, and each different
original population will generate a different set of samples. The
amazing thing, and the thing that makes it possible to make
inferences about populations from samples, is that there are a few
statistics which all have about the same sampling distribution when
computed from the samples from many different populations.

You are probably still a little confused about what a sampling
distribution is. It will be discussed more in the chapter on the
Normal and t-distributions. An example here will help. Imagine that
you have a population—the sock sizes of all of the volleyball players
in the South Atlantic Conference. You take a sample of a certain
size, say six, and find the mean of that sample. Then take another
sample of six sock sizes, and find the mean of that sample. Keep
taking different samples until you've found the mean of all of the
possible samples of six. You will have generated a new population,
the population of sample means. This population is the sampling
distribution. Because statisticians often can find what proportion of
members of this new population will take on certain values if they
know certain things about the original population, we will be able to
make certain inferences about the original population from a single
sample.

Univariate and multivariate statistics
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statistics and the idea of an observation

A population may include just one thing about every member of a
group, or it may include two or more things about every member.
In either case there will be one observation for each group member.
Univariate statistics are concerned with making inferences about
one variable populations, like “what is the mean shoe size of
business students?” Multivariate statistics is concerned with making
inferences about the way that two or more variables are connected
in the population like, “do students with high grade point averages
usually have big feet?” What's important about multivariate
statistics is that it allows you to make better predictions. If you had
to predict the shoe size of a business student and you had found out
that students with high grade point averages usually have big feet,
knowing the student’s grade point average might help. Multivariate
statistics are powerful and find applications in economics, finance,
and cost accounting.

Ann Howard and Kevin Schmidt might use multivariate statistics
if Mr McGrath asked them to study the effects of radio advertising
on sock sales. They could collect a multivariate sample by collecting
two variables from each of a number of cities—recent changes in
sales and the amount spent on radio ads. By using multivariate
techniques you will learn in later chapters, Ann and Kevin can see if
more radio advertising means more sock sales.

Conclusion

As you can see, there is a lot of ground to cover by the end of
this course. There are a few ideas that tie most of what you learn
together: populations and samples, the difference between data and
information, and most important, sampling distributions. We'll start
out with the easiest part, descriptive statistics, turning data into
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information. Your professor will probably skip some chapters, or do
a chapter toward the end of the book before one that’s earlier in
the book. As long as you cover the chapters “Descriptive Statistics
and frequency distributions”, “The normal and the t-distributions”,
“Making estimates” and that is alright.

You should learn more than just statistics by the time the
semester is over. Statistics is fairly difficult, largely because
understanding what is going on requires that you learn to stand
back and think about things; you cannot memorize it all, you have to
figure out much of it. This will help you learn to use statistics, not
just learn statistics for its own sake.

You will do much better if you attend class regularly and if you
read each chapter at least three times. First, the day before you are
going to discuss a topic in class, read the chapter carefully, but do
not worry if you understand everything. Second, soon after a topic
has been covered in class, read the chapter again, this time going
slowly, making sure you can see what is going on. Finally, read it
again before the exam. Though this is a great statistics book, the
stuff is hard, and no one understands statistics the first time.
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1. Chapter 1. Descriptive
Statistics and Frequency
Distributions

This chapter is about describing populations and samples, a subject
known as descriptive statistics. This will all make more sense if
you keep in mind that the information you want to produce is
a description of the population or sample as a whole, not a
description of one member of the population. The first topic in
this chapter is a discussion of distributions, essentially pictures
of populations (or samples). Second will be the discussion of
descriptive statistics. The topics are arranged in this order because
the descriptive statistics can be thought of as ways to describe the
picture of a population, the distribution.

Distributions

The first step in turning data into information is to create a
distribution. The most primitive way to present a distribution is to
simply list, in one column, each value that occurs in the population
and, in the next column, the number of times it occurs. It is
customary to list the values from lowest to highest. This simple
listing is called a frequency distribution. A more elegant way to
turn data into information is to draw a graph of the distribution.
Customarily, the values that occur are put along the horizontal axis
and the frequency of the value is on the vertical axis.

Ann is the equipment manager for the Chargers athletic teams at
Camosun College, located in Victoria, British Columbia. She called
the basketball and volleyball team managers and collected the
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following data on sock sizes used by their players. Ann found out
that last year the basketball team used 14 pairs of size 7 socks, 18
pairs of size 8, 15 pairs of size 9, and 6 pairs of size 10 were used.
The volleyball team used 3 pairs of size 6, 10 pairs of size 7, 15 pairs
of size 8, 5 pairs of size 9, and 11 pairs of size 10. Ann arranged her
data into a distribution and then drew a graph called a histogram.
Ann could have created a relative frequency distribution as well as a
frequency distribution. The difference is that instead of listing how
many times each value occurred, Ann would list what proportion of
her sample was made up of socks of each size.

You can use the Excel template below (Figure 1.1) to see all the
histograms and frequencies she has created. You may also change
her numbers in the yellow cells to see how the graphs will change
automatically.

a An interactive or media element has been excluded
from this version of the text. You can view it online
here: https: //pressbooks.nscc.ca/

introductorybusinessstatistics/?p=21

Figure 1.1 Interactive Excel Template of a Histogram - see Appendix
1.

Notice that Ann has drawn the graphs differently. In the first graph,
she has used bars for each value, while on the second, she has
drawn a point for the relative frequency of each size, and then
“connected the dots” While both methods are correct, when you
have values that are continuous, you will want to do something
more like the “connect the dots” graph. Sock sizes are discrete,
they only take on a limited number of values. Other things have
continuous values; they can take on an infinite number of values,
though we are often in the habit of rounding them off. An example
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is how much students weigh. While we usually give our weight in
whole kilograms in Canada (“I weigh 60 kilograms”), few have a
weight that is exactly so many kilograms. When you say “I weigh
60", you actually mean that you weigh between 59 1/2 and 60 1/
2 kilograms. We are heading toward a graph of a distribution of a
continuous variable where the relative frequency of any exact value
is very small, but the relative frequency of observations between
two values is measurable. What we want to do is to get used to
the idea that the total area under a “connect the dots” relative
frequency graph, from the lowest to the highest possible value, is
one. Then the part of the area under the graph between two values
is the relative frequency of observations with values within that
range. The height of the line above any particular value has lost any
direct meaning, because it is now the area under the line between
two values that is the relative frequency of an observation between
those two values occurring,.

You can get some idea of how this works if you go back to the
bar graph of the distribution of sock sizes, but draw it with relative
frequency on the vertical axis. If you arbitrarily decide that each bar
has a width of one, then the area under the curve between 7.5 and
8.5 is simply the height times the width of the bar for sock size 8:
.3510*1. If you wanted to find the relative frequency of sock sizes
between 6.5 and 8.5, you could simply add together the area of the
bar for size 7 (that's between 6.5 and 7.5) and the bar for size 8
(between 7.5 and 8.5).

Descriptive statistics

Now that you see how a distribution is created, you are ready to
learn how to describe one. There are two main things that need
to be described about a distribution: its location and its shape.
Generally, it is best to give a single measure as the description of the
location and a single measure as the description of the shape.
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Mean

To describe the location of a distribution, statisticians use a typical
value from the distribution. There are a number of different ways
to find the typical value, but by far the most used is the arithmetic
mean, usually simply called the mean. You already know how to
find the arithmetic mean, you are just used to calling it the average.
Statisticians use average more generally — the arithmetic mean is
one of a number of different averages. Look at the formula for the
arithmetic mean:

M
N
All you do is add up all of the members of the population, E X

M:

, and divide by how many members there are, N. The only trick is to
remember that if there is more than one member of the population
with a certain value, to add that value once for every member that
has it. To reflect this, the equation for the mean sometimes is
written:

> fi(wi)

N

where fj is the frequency of members of the population with the
value x;.

This is really the same formula as above. If there are seven
members with a value of ten, the first formula would have you add
seven ten times. The second formula simply has you multiply seven
by ten — the same thing as adding together ten sevens.

Other measures of location are the median and the mode. The
median is the value of the member of the population that is in
the middle when the members are sorted from smallest to largest.
Half of the members of the population have values higher than the
median, and half have values lower. The median is a better measure
of location if there are one or two members of the population that
are a lot larger (or a lot smaller) than all the rest. Such extreme
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values can make the mean a poor measure of location, while they
have little effect on the median. If there are an odd number of
members of the population, there is no problem finding which
member has the median value. If there are an even number of
members of the population, then there is no single member in the
middle. In that case, just average together the values of the two
members that share the middle.

The third common measure of location is the mode. If you have
arranged the population into a frequency or relative frequency
distribution, the mode is easy to find because it is the value that
occurs most often. While in some sense, the mode is really the
most typical member of the population, it is often not very near
the middle of the population. You can also have multiple modes.
I am sure you have heard someone say that “it was a bimodal
distribution®. That simply means that there were two modes, two
values that occurred equally most often.

If you think about it, you should not be surprised to learn that
for bell-shaped distributions, the mean, median, and mode will be
equal. Most of what statisticians do when describing or inferring the
location of a population is done with the mean. Another thing to
think about is using a spreadsheet program, like Microsoft Excel,
when arranging data into a frequency distribution or when finding
the median or mode. By using the sort and distribution commands
in 1-2-3, or similar commands in Excel, data can quickly be arranged
in order or placed into value classes and the number in each class
found. Excel also has a function, =AVERAGE(...), for finding the
arithmetic mean. You can also have the spreadsheet program draw
your frequency or relative frequency distribution.

One of the reasons that the arithmetic mean is the most used
measure of location is because the mean of a sample is an unbiased
estimator of the population mean. Because the sample mean is an
unbiased estimator of the population mean, the sample mean is
a good way to make an inference about the population mean. If
you have a sample from a population, and you want to guess what
the mean of that population is, you can legitimately guess that the
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population mean is equal to the mean of your sample. This is a
legitimate way to make this inference because the mean of all the
sample means equals the mean of the population, so if you used this
method many times to infer the population mean, on average you'd
be correct.

All of these measures of location can be found for samples as
well as populations, using the same formulas. Generally, u is used
for a population mean, and x is used for sample means. Upper-
case N, really a Greek nu, is used for the size of a population, while
lower case n is used for sample size. Though it is not universal,
statisticians tend to use the Greek alphabet for population
characteristics and the Roman alphabet for sample characteristics.

Measuring population shape

Measuring the shape of a distribution is more difficult. Location has
only one dimension (“where?”), but shape has a lot of dimensions.
We will talk about two,and you will find that most of the time, only
one dimension of shape is measured. The two dimensions of shape
discussed here are the width and symmetry of the distribution. The
simplest way to measure the width is to do just that—the range
is the distance between the lowest and highest members of the
population. The range is obviously affected by one or two
population members that are much higher or lower than all the rest.

The most common measures of distribution width are the
standard deviation and the variance. The standard deviation is
simply the square root of the variance, so if you know one (and
have a calculator that does squares and square roots) you know the
other. The standard deviation is just a strange measure of the mean
distance between the members of a population and the mean of the
population. This is easiest to see if you start out by looking at the
formula for the variance:

18 | Chapter 1. Descriptive Statistics and Frequency Distributions



2 2 (z—p)’
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Look at the numerator. To find the variance, the first step (after
you have the mean, ) is to take each member of the population, and
find the difference between its value and the mean; you should have
N differences. Square each of those, and add them together, dividing
the sum by N, the number of members of the population. Since you
find the mean of a group of things by adding them together and
then dividing by the number in the group, the variance is simply the
mean of the squared distances between members of the population
and the population mean.

Notice that this is the formula for a population characteristic, so
we use the Greek o and that we write the variance as %, or sigma
square because the standard deviation is simply the square root of
the variance, its symbol is simply sigma, o.

One of the things statisticians have discovered is that 75 per
cent of the members of any population are within two standard
deviations of the mean of the population. This is known as
Chebyshev’s theorem. If the mean of a population of shoe sizes is
9.6 and the standard deviation is 1.1, then 75 per cent of the shoe
sizes are between 7.4 (two standard deviations below the mean) and
11.8 (two standard deviations above the mean). This same theorem
can be stated in probability terms: the probability that anything is
within two standard deviations of the mean of its population is .75.

It is important to be careful when dealing with variances and
standard deviations. In later chapters, there are formulas using the
variance, and formulas using the standard deviation. Be sure you
know which one you are supposed to be using. Here again,
spreadsheet programs will figure out the standard deviation for
you. In Excel, there is a function, =STDEVP(...), that does all of
the arithmetic. Most calculators will also compute the standard
deviation. Read the little instruction booklet, and find out how to
have your calculator do the numbers before you do any homework
or have a test.

The other measure of shape we will discuss here is the measure
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of skewness. Skewness is simply a measure of whether or not the
distribution is symmetric or if it has a long tail on one side, but not
the other. There are a number of ways to measure skewness, with
many of the measures based on a formula much like the variance.
The formula looks a lot like that for the variance, except the
distances between the members and the population mean are
cubed, rather than squared, before they are added together:

3
L X@-p
N

At first, it might not seem that cubing rather than squaring those
distances would make much difference. Remember, however, that
when you square either a positive or negative number, you get a
positive number, but when you cube a positive, you get a positive
and when you cube a negative you get a negative. Also remember
that when you square a number, it gets larger, but that when you
cube a number, it gets a whole lot larger. Think about a distribution
with a long tail out to the left. There are a few members of that
population much smaller than the mean, members for which (x -
w) is large and negative. When these are cubed, you end up with
some really big negative numbers. Because there are no members
with such large, positive (x - p), there are no corresponding really
big positive numbers to add in when you sum up the (x - p)?’, and the
sum will be negative. A negative measure of skewness means that
there is a tail out to the left, a positive measure means a tail to the
right. Take a minute and convince yourself that if the distribution
is symmetric, with equal tails on the left and right, the measure of
skew is zero.

To be really complete, there is one more thing to measure,
kurtosis or peakedness. As you might expect by now, it is measured
by taking the distances between the members and the mean and
raising them to the fourth power before averaging them together.
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Measuring sample shape

Measuring the location of a sample is done in exactly the way that
the location of a population is done. However, measuring the shape
of a sample is done a little differently than measuring the shape
of a population. The reason behind the difference is the desire to
have the sample measurement serve as an unbiased estimator of the
population measurement. If we took all of the possible samples of
a certain size, n, from a population and found the variance of each
one, and then found the mean of those sample variances, that mean
would be a little smaller than the variance of the population.

You can see why this is so if you think it through. If you knew

— )2
the population mean, you could find § (JJ K ) for each

n
sample, and have an unbiased estimate for . However, you do not

know the population mean, so you will have to infer it. The best
way to infer the population mean is to use the sample mean x. The
variance of a sample will then be found by averaging together all of
)2
the Z (CE _ 13) .
n

The mean of a sample is obviously determined by where the
members of that sample lie. If you have a sample that is mostly
from the high (or right) side of a population’s distribution, then the
sample mean will almost for sure be greater than the population

)2
r — I
mean. For such a sample, E ( ) would underestimate

n
o°. The same is true for samples that are mostly from the low (or left)

side of the population. If you think about what kind of samples will

=)2
r—x
have E ( ) that is greater than the population P you

n
will come to the realization that it is only those samples with a few

very high members and a few very low members — and there are

Chapter 1. Descriptive Statistics and Frequency Distributions | 21



not very many samples like that. By now you should have convinced
_ )2
yourself that E (:B 33)
n

You can see that, on average, it is too small.

will result in a biased estimate of ¢°.

How can an unbiased estimate of the population variance, o,

_ )2
be found? If § (LU LL’) is on average too small, we need
n

to do something to make it a little bigger. We want to keep the
E (m — 51_3)2, but if we divide it by something a little smaller,

the result will be a little larger. Statisticians have found out that
the following way to compute the sample variance results in an
unbiased estimator of the population variance:

2 XE-3p
n—1

If we took all of the possible samples of some size, n, from a
population, and found the sample variance for each of those
samples, using this formula, the mean of those sample variances
would equal the population variance, e

Note that we use s instead of ¢%, and n instead of N (really nu, not
en) since this is for a sample and we want to use the Roman letters
rather than the Greek letters, which are used for populations.

There is another way to see why you divide by n-1. We also have to
address something called degrees of freedom before too long, and
the degrees of freedom are the key in the other explanation. As we
go through this explanation, you should be able to see that the two
explanations are related.

Imagine that you have a sample with 10 members, n=10, and you
want to use it to estimate the variance of the population from
which it was drawn. You write each of the 10 values on a separate
scrap of paper. If you know the population mean, you could start
by computing all 10 (x - p)z. However, in the usual case, you do not
know y, and you must start by finding x from the values on the 10
scraps to use as an estimate of m. Once you have found X, you could
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lose any one of the 10 scraps and still be able to find the value that
was on the lost scrap from the other 9 scraps. If you are going to use
x in the formula for sample variance, only 9 (or n-1) of the x’s are free
to take on any value. Because only n-1 of the x’s can vary freely, you

should divide E (:13 — ;i)z by n-1, the number of (x’s) that are

really free. Once you use x in the formula for sample variance, you
use up one degree of freedom, leaving only n-1. Generally, whenever
you use something you have previously computed from a sample
within a formula, you use up a degree of freedom.

A little thought will link the two explanations. The first
explanation is based on the idea that E, the estimator of y, varies
with the sample. It is because x varies with the sample that a degree
of freedom is used up in the second explanation.

The sample standard deviation is found simply by taking the
square root of the sample variance:

Y (z—2)°
s=V[=——]I
n—1

While the sample variance is an unbiased estimator of population
variance, the sample standard deviation is not an unbiased
estimator of the population standard deviation — the square root
of the average is not the same as the average of the square roots.
This causes statisticians to use variance where it seems as though
they are trying to get at standard deviation. In general, statisticians
tend to use variance more than standard deviation. Be careful with
formulas using sample variance and standard deviation in the
following chapters. Make sure you are using the right one. Also note
that many calculators will find standard deviation using both the
population and sample formulas. Some use ¢ and s to show the
difference between population and sample formulas, some use sp
and sp-1 to show the difference.

If Ann wanted to infer what the population distribution of
volleyball players’ sock sizes looked like she could do so from her
sample. If she is going to send volleyball coaches packages of socks
for the players to try, she will want to have the packages contain an
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